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z = everything else that is:

• exogenous to respondent

• potentially relevant for choice
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Examples

Johnston & Duke, 2009
x = features of preserved farm land (size, current use, access)

z = Conservation implementation (primary agency, type of contract)
1104 November 2007 Amer. J. Agr. Econ.

Table 2. Attributes and Levels for Choice Experiment Design

Attribute Levels

Acres (4 levels) 1. 20
2. 60
3. 100
4. 200

Land type (5 levels) 1. Active farmland
a. Nursery
b. Food crop
c. Dairy or livestock

2. Farmland (currently idle)
3. Forest

Policy technique and implementing
agency (5 levels)

1. Preservation contracts
a. By state
b. By land trusts using block

grants
2. Outright purchase

a. By state
b. By land trusts using block grants

3. Conservation zoning
Public access (3 levels) 1. No access allowed

2. Access for walking and biking
3. Access for hunting

Development risk (3 levels) 1. Development likely in less than
10 years if not preserved

2. Development likely in 10–30
years if not preserved

3. Development NOT likely within
the next 30 years

Cost (6 levels) 1. $5
2. $15
3. $30
4. $50
5. $100
6. $200

Design D-efficiency 50.20a

aThe D-efficiency score is provided based on the request of a reviewer, as calculated using SAS PROC OPTEX.
The calculation and interpretation of D-efficiency are detailed by Lusk and Norwood (2005). While the D-efficiency
ordering of designs is invariant to a nonsingular recoding of parameters, the D-efficiency score is not (i.e., it changes
with model parameterization). Hence, the D-efficiency score is most useful for comparing designs within a given model
and provides less useful information outside of this context. The illustrated D-efficiency is for a model parameterized
with all main effects and two-way interactions and accounts for constraints imposed to ensure logical choice sets as
well as pair blocking. Including all attributes and levels, the full factorial design for a single policy option (e.g., Option
A) would require 5,400 unique profiles. A full factorial design incorporating all attribute levels for both choice options
(e.g., Option A and Option B) would require 29.1 million profiles. The size of this full factorial is diminished, however,
by infeasible attribute combinations. The final design in the present case is characterized by 1,500 unique question
pairs, divided over 500 survey booklets.

for coefficients on attributes to be distributed
across sampled individuals according to a set of
estimated parameters and researcher-imposed
restrictions (Hu, Veeman, and Adamowicz
2005). While such models require a greater
number of choices regarding model specifica-
tion (e.g., the selection of fixed versus random
parameters, the distribution and correlation of
random parameters), they have greater flexi-
bility and can approximate any random utility
model (Hensher and Greene 2003). For com-
parison, both CL and ML results are applied
to the present survey data.

Specification of the Mixed Logit Model

The estimation of ML models requires that
researchers determine which coefficients in
the utility functions should be randomized
and the distributions that characterize ran-
dom components (Hu, Adamowicz and Vee-
man 2006). Although some ML specifications
allow for randomization of the entire coef-
ficient vector, in practice researchers often
randomize only a subset of coefficients (e.g.,
Hensher and Greene 2003; Hu, Adamowicz,
and Veeman 2006; Layton 2000). This is at

10 / 46



Motivation Models Estimation Results

Examples

Johnston & Duke, 2009
x = features of preserved farm land (size, current use, access)
z = Conservation implementation (primary agency, type of contract)

1104 November 2007 Amer. J. Agr. Econ.

Table 2. Attributes and Levels for Choice Experiment Design

Attribute Levels

Acres (4 levels) 1. 20
2. 60
3. 100
4. 200

Land type (5 levels) 1. Active farmland
a. Nursery
b. Food crop
c. Dairy or livestock

2. Farmland (currently idle)
3. Forest

Policy technique and implementing
agency (5 levels)

1. Preservation contracts
a. By state
b. By land trusts using block

grants
2. Outright purchase

a. By state
b. By land trusts using block grants

3. Conservation zoning
Public access (3 levels) 1. No access allowed

2. Access for walking and biking
3. Access for hunting

Development risk (3 levels) 1. Development likely in less than
10 years if not preserved

2. Development likely in 10–30
years if not preserved

3. Development NOT likely within
the next 30 years

Cost (6 levels) 1. $5
2. $15
3. $30
4. $50
5. $100
6. $200

Design D-efficiency 50.20a

aThe D-efficiency score is provided based on the request of a reviewer, as calculated using SAS PROC OPTEX.
The calculation and interpretation of D-efficiency are detailed by Lusk and Norwood (2005). While the D-efficiency
ordering of designs is invariant to a nonsingular recoding of parameters, the D-efficiency score is not (i.e., it changes
with model parameterization). Hence, the D-efficiency score is most useful for comparing designs within a given model
and provides less useful information outside of this context. The illustrated D-efficiency is for a model parameterized
with all main effects and two-way interactions and accounts for constraints imposed to ensure logical choice sets as
well as pair blocking. Including all attributes and levels, the full factorial design for a single policy option (e.g., Option
A) would require 5,400 unique profiles. A full factorial design incorporating all attribute levels for both choice options
(e.g., Option A and Option B) would require 29.1 million profiles. The size of this full factorial is diminished, however,
by infeasible attribute combinations. The final design in the present case is characterized by 1,500 unique question
pairs, divided over 500 survey booklets.

for coefficients on attributes to be distributed
across sampled individuals according to a set of
estimated parameters and researcher-imposed
restrictions (Hu, Veeman, and Adamowicz
2005). While such models require a greater
number of choices regarding model specifica-
tion (e.g., the selection of fixed versus random
parameters, the distribution and correlation of
random parameters), they have greater flexi-
bility and can approximate any random utility
model (Hensher and Greene 2003). For com-
parison, both CL and ML results are applied
to the present survey data.

Specification of the Mixed Logit Model

The estimation of ML models requires that
researchers determine which coefficients in
the utility functions should be randomized
and the distributions that characterize ran-
dom components (Hu, Adamowicz and Vee-
man 2006). Although some ML specifications
allow for randomization of the entire coef-
ficient vector, in practice researchers often
randomize only a subset of coefficients (e.g.,
Hensher and Greene 2003; Hu, Adamowicz,
and Veeman 2006; Layton 2000). This is at

10 / 46



Motivation Models Estimation Results

Examples

Johnston & Duke, 2009
x = features of preserved farm land (size, current use, access)
z = Conservation implementation (primary agency, type of contract)

1104 November 2007 Amer. J. Agr. Econ.

Table 2. Attributes and Levels for Choice Experiment Design

Attribute Levels

Acres (4 levels) 1. 20
2. 60
3. 100
4. 200

Land type (5 levels) 1. Active farmland
a. Nursery
b. Food crop
c. Dairy or livestock

2. Farmland (currently idle)
3. Forest

Policy technique and implementing
agency (5 levels)

1. Preservation contracts
a. By state
b. By land trusts using block

grants
2. Outright purchase

a. By state
b. By land trusts using block grants

3. Conservation zoning
Public access (3 levels) 1. No access allowed

2. Access for walking and biking
3. Access for hunting

Development risk (3 levels) 1. Development likely in less than
10 years if not preserved

2. Development likely in 10–30
years if not preserved

3. Development NOT likely within
the next 30 years

Cost (6 levels) 1. $5
2. $15
3. $30
4. $50
5. $100
6. $200

Design D-efficiency 50.20a

aThe D-efficiency score is provided based on the request of a reviewer, as calculated using SAS PROC OPTEX.
The calculation and interpretation of D-efficiency are detailed by Lusk and Norwood (2005). While the D-efficiency
ordering of designs is invariant to a nonsingular recoding of parameters, the D-efficiency score is not (i.e., it changes
with model parameterization). Hence, the D-efficiency score is most useful for comparing designs within a given model
and provides less useful information outside of this context. The illustrated D-efficiency is for a model parameterized
with all main effects and two-way interactions and accounts for constraints imposed to ensure logical choice sets as
well as pair blocking. Including all attributes and levels, the full factorial design for a single policy option (e.g., Option
A) would require 5,400 unique profiles. A full factorial design incorporating all attribute levels for both choice options
(e.g., Option A and Option B) would require 29.1 million profiles. The size of this full factorial is diminished, however,
by infeasible attribute combinations. The final design in the present case is characterized by 1,500 unique question
pairs, divided over 500 survey booklets.

for coefficients on attributes to be distributed
across sampled individuals according to a set of
estimated parameters and researcher-imposed
restrictions (Hu, Veeman, and Adamowicz
2005). While such models require a greater
number of choices regarding model specifica-
tion (e.g., the selection of fixed versus random
parameters, the distribution and correlation of
random parameters), they have greater flexi-
bility and can approximate any random utility
model (Hensher and Greene 2003). For com-
parison, both CL and ML results are applied
to the present survey data.

Specification of the Mixed Logit Model

The estimation of ML models requires that
researchers determine which coefficients in
the utility functions should be randomized
and the distributions that characterize ran-
dom components (Hu, Adamowicz and Vee-
man 2006). Although some ML specifications
allow for randomization of the entire coef-
ficient vector, in practice researchers often
randomize only a subset of coefficients (e.g.,
Hensher and Greene 2003; Hu, Adamowicz,
and Veeman 2006; Layton 2000). This is at

10 / 46



Motivation Models Estimation Results

Examples

Hu et al., 2005

x = flour type, brand (local, national), GMO content

z = Labeling of GMO (“includes”, “does not include”)
86 CANADIAN JOURNAL OF AGRICULTURAL ECONOMICS

Table 1. Levels within each attribute of pre-packaged sliced bread

Level 1 Level 2 Level 3 Level 4

Brand name Store brand National brand — —
Type of flour White Partial (60%)

whole wheat
Whole wheat (100%) Multigrain

Price (CND) $0.99 $1.49 $2.49 $3.49
GM or not GM ingredients

present
GM ingredients

absent
Not specified (as in the

mixed labelling
scenario)

—

further blocked into eight groups. Each respondent was randomly assigned to one of the
eight groups that each contained eight choice sets. The order of the choice situations was
also randomized.

In each choice set respondents were asked to choose one option from the three
alternatives (including the “buy none” option). Three labelling scenarios were created
within this experiment: a mandatory labelling scheme (where only products containing
GM ingredients were labelled); a voluntary labelling scheme (where only products that
do not contain GM ingredients were labelled); and the base scenario. The base scenario,
representing no specific regulations on GM labelling, might contain any of all possible
GM labels, where some products might be labelled as containing GM ingredients; some
products might be labelled as not containing GM ingredients and some would not be
labelled at all (regardless whether they actually contained GM ingredients). The 437
respondents to this experiment were randomly assigned to one of the three labelling
scenarios. Figure 1 presents two sample choice sets under the mandatory and voluntary
labelling schemes respectively.

THE ECONOMETRIC MODELS

Given the attributes of pre-packaged sliced bread specified in this study, with β’s as
parameters to be estimated and ei as an unknown (to the analyst) error term, the indirect
utility of respondent i choosing alternative (product) j can be written in a random utility
framework as:

Ui j = β1Buyno + β2Storeb j + β3White j + β4Partial j + β5Whole j + β6GMO j

+β7NOGMO j + β8Price j + β9MGMO + β10VNOGMO + e j , (1)

A description of the explanatory variables is given in Table 2.
As the two simulated labelling policies are aimed at the GM attribute, they are

expected to directly interact with the impact of variables GMO and NOGMO.1 Defining
Mand and Volun as two dummy variables representing mandatory labelling and voluntary
labelling respectively, the labelling effect can be analyzed through the interactions with
variables GMO and NOGMO in Eq. (1). Interaction terms between labelling context
variables with other attributes are not included in this study because it is believed that these
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Growing interest in correct model specification for CEs

• Balcombe et al. (2009): Different coefficient distributions in
ML models
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(
0, σ2

i
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i =
σ2
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Modeling CRNCs

Model S1a, cont’d

Differential effect of binary CRNC

βi ,k | (zi ,l = 1)− βi ,k | (zi ,l = 0) =

βk + αkl + δi ,k − (βk + δi ,k) = αkl , ∀i

Coefficient / expectation ratios

βi ,k | (zi ,l = 0)

E (βi ,k | (zi ,l = 0))
=
βk + δi ,k

βk
= 1 +

δi ,k
βk

βi ,k | (zi ,l = 1)

E (βi ,k | (zi ,k = 1))
=
βk + αkl + δi ,k

βk + αkl
= 1 +

δi ,k
βk + αkl

(1)
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Modeling CRNCs

Model S1b

βi = (I + Λ)β + δi , where
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z′iα1 0 . . . 0

0 z′iα2 . . . 0
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. . .

...
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}′
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V (βi ) = Σ
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Modeling CRNCs

Model S1b, cont’d

Differential effect of binary CRNC

βi ,k | (zi ,l = 1)− βi ,k | (zi ,l = 0) =

(1 + αkl)βk + δi ,k − (βk + δi ,k) = αklβk , ∀i

Coefficient / expectation ratios
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E (βi ,k |zi ,l = 0)
=
βk + δi ,k
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=
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Modeling CRNCs

Model S2a

βi = β + Γδi , where

Γ =


z′iγ1 0 . . . 0

0 z′iγ2 . . . 0
...

...
. . .

...
0 0 . . . z′iγk

 ,

γk =
{
γk1 γk2 . . . γkl

}′
,

E (βi ) = β

V (βi ) = ΓΣΓ′

E (βi ,k) = βk

V (βi ,k) =
(
z′iγk
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Σkk
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Coefficient / expectation ratios

βi,k | (zi,l = 0)
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βk + αkl
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(1 + γkl) δik
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Estimation

Estimation

Hierarchical structure of model:

βi ∼ n (f (β,A, zi ) , g (Σ,Γ, zi ))

σ2
i ∼ ig (ν0, τ)

β ∼ n
(
µβ,0,Vβ,0

)
A ∼ n

(
µA,0,VA,0

)
Γ ∼ n

(
µΓ,0,VΓ,0

)
τ ∼ gam (η0, ψ0)
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Motivation Models Estimation Results

Estimation

Joint posterior distribution (example models S3):

p
(
β,Σ,A,Γ, τ, {βi} ,

{
σ2
i

}
,U|y,X,Z

)
∝

p (β|Σ) p (Σ) p (A) p (Γ) p (τ) ∗
p ({βi} |β,Σ,A,Γ,Z) p

({
σ2
i

}
|τ
)
∗

p
(
U| {βi} ,

{
σ2
i

}
,X
)

p (y|U)

→ Gibbs Sampler
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Motivation Models Estimation Results

Results

Results

Model Comparison

Model MAD Hit Rate

S0 0.263 0.757

S1a 0.228 0.790

S2b 0.220 0.783

S3a 0.216 0.786
S3b 0.226 0.778
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Results

Next steps

• Compute marginal likelihood and posterior model probabilities

• Examine restrictions on A,Γ

• Derive model-averaged results

• Apply to other data / applications

THANK YOU!
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