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Abstract

There exists data indicating that issues relating to conspiracy theories have received
increased media coverage in recent years. The general concern present in contemporary
media coverage is that belief in conspiracy theories might be associated with negative
behavioral characteristics. There exist prior studies which suggest that conspiracy the-
ory belief is associated with potential behavioral differences in areas relevant to the
workplace and broader economic growth, but these studies did not observe incentivized
behavior. The purpose of this study is to test for the associations between conspiracy
theory belief and behavior that prior studies suggest might exist. For our methodolog-
ical approach, we conduct an incentivized online survey to observe subjects’ behavior.
Ultimately, while conspiracy theory endorsers are more likely to engage in some form
of partisan signaling when asked factual questions, they do not, in general, behave
differently in the incentivized tasks. These results provide insights into how conspir-
acy theory belief might (not) impact outcomes in the workplace and broader economic
growth, while also suggesting avenues into further research regarding the links between
conspiracy theory belief and behavior.

1 Introduction

While conspiracy theories have been an element of the American political sphere since the
foundation of the country in the late 18th century, media coverage on issues relating to
conspiracy theories has appeared to increase in recent years. An indication of this rise in
media coverage can be found in data from the Media Cloud database which shows that the
percentage of online news stories in the United States containing the phrase “conspiracy
theory” has risen ten-fold from 2011 to 2021. While this statistic does not rigorously prove
that belief in conspiracy theories is on the rise in the United States, it does provide evidence
that there is a growing concern about the potential consequences of conspiracy theory belief.
There does not exist clear time series data measuring belief in conspiracy theories and so
proving that conspiracy theory belief is on the rise in the U.S. would be difficult, but we can
address another important question regarding conspiracy theory belief: are there any real
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consequences of conspiracy theory belief? Putting the issue of tracking conspiracy theory
belief across time aside, if conspiracy theory belief has real consequences, then we should be
able to observe behavioral differences between those who are more likely to endorse conspir-
acy theories and those who are less likely to endorse conspiracy theories. The purpose of
the present paper is to investigate whether there are associations between observed behavior
and conspiracy theory belief.

For there to be real consequences of conspiracy theory belief, we need two things. First,
there must be behavioral differences between those who are more likely to endorse conspiracy
theories and those less likely to endorse conspiracy theories. Second, those behavioral dif-
ferences must be relevant in contexts such as the workplace. Regarding potential behavioral
differences between those more likely to endorse conspiracy theories and others, there are
reasonable claims in prior literature that those more likely to endorse conspiracy theories
are less trusting, more entitled, more dishonest, more likely to rely on their own judgements
about issues, and more creative. The rationale behind these claims is that these personal ten-
dencies are more consistent with being a person who endorses conspiracy theories than not.
In the academic literature, we can find studies backing the claims that those who endorse
conspiracy theories are less trusting (e.g. Goertzel [1994], Miller et al. [2016]), more entitled
(e.g. Cichocka et al. [2016], Enders et al. [2021]), more dishonest (e.g. Jolley et al. [2019]),
more likely to rely on their own judgements about issues (e.g. Goertzel [1994], Harambam
and Aupers [2017]), and more creative (e.g. Harambam and Aupers [2017], Bonetto and
Arciszewski [2021]). These academic studies are suggestive that conspiracy theory endorsers
are different from others in the aforementioned ways, but we should point out that none of
these studies observe incentivized behavior. This is an important methodological point, as
there is a long-standing literature showing that responses to hypothetical scenarios do not
always translate to incentivized behavior (e.g. Bohm [1972], Neill et al. [1994], Cummings
et al. [1995]). More recently, Esarey et al. [2012] showed how questions relating to a per-
son’s self-image (e.g. questions about how much you trust others) are specifically subject
to this hypothetical bias. Therefore, if we are going to investigate whether there are real
consequences of conspiracy theory belief, we need to observe incentivized behavior in some
fashion. The academic studies mentioned above point us towards a set of behavioral areas we
need to observe to investigate the issue of whether there are real consequences of conspiracy
theory belief. We will now highlight how these suggested behavioral differences can have
real consequences.

As an example of how these suggested behavioral differences can have real consequences,
consider how employee behavior can influence the environment and productivity of the work-
place. Employees who do not trust others are not likely to cultivate the relationships nec-
essary to promote a positive and productive work environment (e.g. Brown et al. [2015]).
Furthermore, entitled employees can create a toxic work environment (e.g. Harvey and Har-
ris [2010], Harvey et al. [2014]) and dishonest employees are more likely to steal from the
workplace (e.g. Graham et al. [2002]). On a more positive note, employees who rely on their
own judgements can help avoid group think and lead workplaces to adopting better practices
than currently in place (e.g. Sinaiko and Hirth [2011], Bhargava et al. [2017]). Furthermore,
creative employees can help induce innovation in the workplace and consequently increase
the productivity of their fellow employees (e.g. Gong et al. [2013]). If conspiracy theory
endorsers are less trusting, more entitled, and more dishonest than others, then a surge of
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conspiracy theory belief among employees could be concerning for the quality of workplace
environments we have in the United States. Of course, if conspiracy theory endorsers are also
more likely to rely on their own judgements and are more creative, then the net impact of a
rise in conspiracy theory belief on U.S. workplaces is ambiguous. In any case, if conspiracy
theory endorsers are different from others in a majority of these behavioral areas, then a rise
in conspiracy theory belief could have real consequences, positive and/or negative. What
we need to know is whether any of these potential behavioral differences between conspiracy
theory endorsers and others exist in reality. To answer this question, we need a methodology
that can first give us a measure of who is a conspiracy theory endorser, and second allows us
to observe the behavior of participants. A methodology with both of these primary elements
will enable us to test whether conspiracy theory endorsers are behaviorally different from
others in these aforementioned ways.

One approach to address this issue would be to obtain an instrument for conspiracy the-
ory belief among employees in U.S. workplaces and field data measuring behavior for each of
our relevant areas (e.g. rates of petty theft as a measure for dishonesty). However, while one
can find field data measuring the amount of petty theft in the workplace, it is more difficult
to find field data which provides an incentivized measure of trust or employees’ propensity
to rely on their own judgements. Given this difficulty, another approach we can take is to
design our own instrument that is able to both give us a measure for conspiracy theory belief
and provide incentivized measures for each of our relevant behavioral areas.

To test for the potential behavioral differences between those more likely to endorse con-
spiracy theories and others, we constructed and implemented an online survey instrument.
In this survey, subjects make decisions within a set of behavioral measures. The incentivized
behavioral measures used are borrowed from previous research studies where possible, and
are of our novel design where necessary. The key of the survey instrument is that subjects
receive payment for the decisions they make. In this sense, we can observe subjects’ behav-
ior rather than just their responses to hypothetical situations where nothing is explicitly at
stake. Along with these incentivized behavioral measures, we ask subjects a set of factual
political questions as a way to measure for potential non-incentivized behavioral differences
between conspiracy theory endorsers and others (e.g. partisan cheerleading). Another im-
portant element of the survey instrument is a measure of subjects’ belief in conspiracy
theories. Measuring conspiracy theory belief for each subject is not as simple as asking sub-
jects whether they think a given conspiracy theory is true (e.g. conspiracy theories about
the assassination of JFK), as responses to such questions could depend on factors such as
age rather than the subject’s general tendency to endorse conspiracy theories. We need a
measure of conspiracy theory belief that can more properly measure subjects’ propensity to
endorse conspiracy theories. Fortunately, there already exists a field validated mechanism
for measuring subjects’ general tendancy to endorse conspiracy theories: the generic con-
spiracist beliefs (GCB) scale from Brotherton et al. [2013]. The set of questions we borrow
from Brotherton et al. [2013] are meant to identify “conspiracist ideation” in subjects. We
can define conspiracist ideation as “individual differences in the general tendency to engage
with conspiracist explanations for events.”1 This concept is based on research (e.g. Goertzel
[1994], Wood et al. [2012], Enders et al. [2021]) suggesting that individuals who endorse one

1Brotherton et al. [2013]
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conspiracy theory are more likely to endorse others, even if those other conspiracy theories
are unrelated or directly contradictory to the original conspiracy theory. The questions from
Brotherton et al. [2013] do not ask about specific conspiracy theories, but rather ask about
the general notions involved with most conspiracy theories (e.g. the government is involved
in the murder of innocent citizens and/or well-known public figures, and keeps this a se-
cret). With this measure for conspiracy theory belief, we can test whether those more likely
to endorse conspiracy theories behave differently than those who do not generally endorse
conspiracy theories.

Reference to contemporary dialogue and the existing academic literature lead us to the
hypothesis that conspiracy theory endorsers behave differently from others in the areas re-
garding trust, dishonesty, entitlement, relying on one’s own judgement, and creativity. Our
main findings of interest are that, while conspiracy theory endorsers provide different answers
to the factual political questions than others, they do not, in general, behave significantly
differently from others in our incentivized tasks. In the following sections, we will go through
the design and outcomes of our online survey instrument. In Section 2, we will discuss the
methodology of the present study. In this section, we will provide details about each behav-
ioral measure, including cases where we designed a novel measure, and state the hypotheses
for each measure. In Section 3, we will briefly discuss the data collection process and provide
some summary statistics of the data. In Section 4, we will present the results of the study.
In Section 5, we will discuss the implications and interpretations of our results and provide
concluding remarks.

2 Methodology

To test whether conspiracy theory endorsers are different from others in the aforementioned
behavioral areas, we need our survey instrument to include three main parts: first, a set
of standard demographic questions to act as control variables for our regression analysis,
second, a set of questions which allows us to appropriately identify who is a conspiracy
theory endorser, and third, a set of behavioral measures which allow us to effectively observe
subjects’ behavior in the relevant areas.

As mentioned in the introduction, we borrowed our measure for conspiracy theory belief
from Brotherton et al. [2013]. To limit the length of the survey instrument, and to reduce
potential experimenter effects, we selected a subset of eight questions from their original
15-item generic conspiracist beliefs (GCB) scale. We used questions that were most closely
related to politics and political current events. For instance, we included questions that asked
subjects about whether small, secret groups controlled world events/politics, but we did not
include questions about extraterrestrials. This way, our conspiracy ideation questions can
be framed as a continuation of a section asking subjects about political questions instead
of a separate section blatantly asking subjects whether they are conspiracy theorists. The
third part of our survey instrument is the incentivized tasks, which we will go through in
the following paragraphs.
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Figure 1: Trust Game Tree

2.1 Interpersonal Trust

The first behavioral measure deals with interpersonal trust. To measure trust, we borrowed
a version of the standard investment game from Bohnet and Zeckhauser [2004].2 As we can
see from the game tree in Figure 1, incentives are for Second Mover to play “End,” unless
he wants to reward First Mover for trusting him, in which case he should play “Continue.”
By backward induction, First Mover thus has incentive to play “End,” unless she believes
Second Mover is trustworthy and will reward her for trusting him, in which case she should
play “Continue.” In this sense, we can view a first mover choosing “Continue” as “trusting,”
and we can view a second mover choosing “Continue” as “trustworthy.”

Whether an individual chooses “End” or “Continue” in the first mover position depends
both on her preferences and her subjective beliefs about what the second mover will do. If
we find any differences in behavior in the trust game between conspiracy theory endorsers
and others, it would be useful to know how much subjects’ subjective beliefs might be
driving those differences. The design of Andreoni and Sanchez [2020] provides us an incentive
compatible elicitation of subjects’ beliefs in our trust game. After subjects submit their
choice for the trust game, they receive the prompt for the belief elicitation task. For this
task, there are two options: Option 1 and Option 2. For each option, subjects could earn
either $0.75 or $0.25. In Option 1, the probabilities of each payment were predetermined,

2Cox [2004] points out that other-regarding preferences could also motivate First Mover to choose Con-
tinue. Ultimately, while other-regarding preferences might play a role, his results provide strong support
to the conclusion that the standard investment game measures trusting behavior. Given its simplicity, we
therefore utilize this version of the standard investment game as our measure of trusting behavior.
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Figure 2: Belief Elicitation Table

ranging from a 100% chance of $0.75 and a 0% chance of $0.25 in row 1, to a 0% chance of
$0.75 and a 100% chance of $0.25 in row 11. In Option 2, the probabilities of each payment
were determined by the results of the trust game. For the first movers, the probability of $0.75
was the proportion of second movers who chose “Continue,” and the probability of $0.25 was
the proportion of second movers who chose “End.” For the second movers, the probability
of $0.75 was the proportion of first movers who chose “Continue,” and the probability of
$0.25 was the proportion of first movers who chose “End.”3 For this task, subjects needed
to choose when they would switch from preferring Option 1 to preferring Option 2. Figure 2
shows the table first movers saw when making their choice. Since the subjects did not know
the results of the trust game, this task provides an incentive compatible elicitation of their
beliefs. As an example, if a first mover thought 35% of second movers chose “Continue,”
then he would switch from preferring Option 1 to preferring Option 2 in row 8. For each
subject, we randomly selected one of the rows to use to determine their payoff. For the row
we selected, we used the option the subject indicated they preferred for that row. If in the
example above we randomly selected row 6, then we used Option 1 to determine their payoff.
In this case, the subject would have a 50% chance of receiving $0.75, and a 50% chance of
receiving $0.25.

If conspiracy theory endorsers choose the trusting action (Continue) less often than oth-
ers, then we can check the responses to the belief elicitation task to see if their subjective
beliefs are a significant factor driving this difference. Related to subjective beliefs, Dou-
glas and Sutton [2011] suggests that conspiracy theory endorsers engage in projection: they
think others might engage in conspiracies because they themselves would engage in conspir-
acies if given the opportunity. This concept of projection suggests that if conspiracy theory
endorsers choose “Continue” less often than others, then we might expect that conspiracy
theory endorsers will switch from preferring Option 1 to Option 2 in our belief elicitation
task later than others (i.e. conspiracy theory endorsers have more pessimistic beliefs about
the trustworthiness of others).

3Before subjects are given the task, we ask them a comprehension question as a check to see if they
understood the directions. We give them the correct answer to the comprehension question after they
submitted their answer.
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2.2 Entitlement

The next behavioral measure deals with entitlement. We can define (psychological) entitle-
ment as “a stable and pervasive sense that one deserves more and is entitled to more than
others.”4 With this definition in mind, one way to measure entitlement is to utilize a task
where a subject can choose to take some sort of prize even though the “rules” state that
someone else should receive the prize. Such a task requires two important elements. First,
the task needs a prize assignment rule that an entitled person would be willing to ignore.
Second, this task needs to be able to distinguish between entitlement and standard selfish
preferences. As an example of this distinction, consider a setting where a group of people
are deciding on a rule to determine who gets the last slice of pizza from a luncheon. A
selfish person would of course want to get the last slice, but as long as she knows that the
agreed upon rule is fair, she will accept the outcome of the rule. An entitled person, on
the other hand, will only accept the outcome of the rule if he gets the last slice (he would
take any outcome where he did not get the last slice as evidence that the rule was unfair).
To the best of our knowledge, there is not a preexisting game which distinguishes between
entitlement and standard selfish preferences. We therefore designed a novel game that makes
this distinction for our measure of entitlement.

For the prize assignment rule of our game, subjects are first asked to tell us which of
two paintings they prefer: Painting 1 (Kandinsky) and Painting 2 (Klee). We chose the
Kandinsky and Klee painting task as our prize assignment rule because its original intent
in Chen and Li [2009] was to create an assignment device that was random5, but also felt
nonrandom to subjects because they were making a choice based on their preferences. We
paid subjects $0.50 for stating their painting preference. Once a subject submitted their
painting preference, we informed them that an additional $1.00 prize was available to take.
Subjects who chose Painting 1 were paired with subjects who chose Painting 2.6 After sub-
jects submitted their painting preference, we informed subjects who chose Painting 2 that
the additional $1.00 prize was intended for them to take, and we informed subjects who chose
Painting 1 that the additional $1.00 prize was not intended for them to take. Regardless of
which painting they chose, each subject had the option to try to take the prize, or to defer
it to the subject they were paired with. Figure 3 shows the game tree from the perspective
of a subject who chose Painting 2. Subjects who chose Painting 2 (i.e. “winning” subjects)
effectively go first in this game, so they make a single choice between trying to take the prize
and deferring the prize to the other subject. Subjects who chose Painting 1 (i.e. “losing”
subjects) effectively go second in this game. Because we are using an asynchronous online
survey to observe subjects’ behavior, we cannot simply ask losing subjects whether they want
to take the prize or defer it back to the winning subject. If we only asked losing subjects this
single question, then their subjective beliefs about what the winning subject will do could be
relevant to their decisions. This would make it difficult for us to distinguish between stan-

4Campbell et al. [2004]
5In our sample of 303 subjects, 49% chose Painting 1 (148) and 51% chose Painting 2 (155).
6There were seven more subjects who chose Painting 2 (155) compared to Painting 1 (148). So, we had

148 pairs, each with one subject who chose Painting 1 and one subject who chose Painting 2. The seven
leftover subjects who chose Painting 2 were each matched with a subject who chose Painting 1. For these
seven, the matched actions only affected their own payoff. For the 148 pairs, the paired actions affected both
subjects’ payoffs. The instructions given to subjects were constructed to allow for this multiple pairing.
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Figure 3: Entitlement Game Tree

dard selfish preferences and entitlement. To avoid this issue, we use the strategy-method
where losing subjects have two choices to make: whether to take or defer when the other
subject chose to take, and whether to take or defer when the other subject chose to defer.
The other main difference between the choices of a winning subject and a losing subject is
that a losing subject must give up the $0.50 we paid them to state their painting preference
if they want to take the prize. A winning subject does not have to give up anything to take
the prize.

As we can see in the game tree, a losing subject who only cares about expected payoffs
will only choose to take if the winning subject he is paired with chooses to defer. If the
winning subject chooses to take, the losing subject only makes $0.33 in expectation if he
also chooses to take, so he is better off deferring and earning $0.50. For an entitled losing
subject, his utility from winning the $1 prize may be greater than the consumption value of
$1, so the expected utility of taking might be greater than the expected utility of deferring.
Furthermore, an entitled losing subject could also gain utility from changing the rules in
his favor. Instead of painting preferences choosing who should get the prize, which a losing
subject might have qualms with, a “truly” random process gives each subject equal chance
of (not) getting the prize. Such motivations would not appeal to a selfish subject, he will
try to earn as much as he can, but such motivations might appeal to someone with the trait
of (psychological) entitlement.
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2.3 Dishonesty

The next behavioral measures deal with dishonest behavior. To measure dishonest behavior,
we need a set of incentivized tasks that requires subjects to make a choice between being
honest and maximizing their monetary payoff. We use two such tasks to measure dishonesty,
one of which was of our own design based on a relatively unknown quirk about United States’
area codes. Our first lying task is a novel design where we ask subjects to provide the middle
digit of the first area code they remember using in the United States. Subjects were paid
$0.10 plus $0.10 times the number they enter. A feature of U.S. area codes is that none
have “9” as their middle digit. As such, any subject who reports “9” as the area code’s
middle digit is definitely lying. Meanwhile, since all subjects have at least one area code
they remember using, each subject can tell the complete truth if they desire.

We also use a version of the classic coin flip experiment (e.g. Jacquemet et al. [2021],
Dickinson and McEvoy [2021]) as a second lying task. We ask subjects to find a fair coin
and flip it five (5) times. We then ask subjects to report the number of times a flip came
up as heads instead of tails. Subjects were paid $0.10 for each time they report a coin flip
came up heads. We obviously cannot verify that each subject took the time to do all five
coin flips, nor can we verify the outcomes of the coin flips. As such, subjects are free to lie
and say that they flipped five heads. However, although most subjects are probably lying
in the sense that they did not take the time to flip a coin five times, some subjects might
not want to come off as a selfish liar, so they might only report flipping heads two or three
times. So, even though most subjects are likely lying by default, this task gives us another
measure about the extent to which subjects are willing to lie.

We utilize the standard coin flip task because it has been verified as a measure for
dishonesty in previous studies, but there are issues that arise when using it in an online
survey. Because some of the subjects might not have a fair coin readily available when
taking our survey, these subjects will be lying by default. Given this possibility, we included
our novel area code question to make sure that we have a task that allows subjects to be
completely honest if they so desire. Also, having two tasks for measuring dishonesty allows
us to provide subjects a higher guaranteed base payment for taking the time to complete
our survey.

2.4 Propensity to Rely on Own Judgement

The next task deals with one’s propensity to rely on their own judgement. In the words
of a conspiracy theory endorser, we can conceptualize this propensity as an individual’s
commitment “to look at things from multiple perspectives, to consult multiple sources, but
mostly to think for yourself and be able to adjust previously held convictions.”7 So, when
we refer to a propensity to rely on one’s own judgement, we mean one’s general propensity
to test and explore things for herself rather than simply taking someone’s word or advice.
To measure this, we need a task where subjects are given incentive to make the “correct”
choice among a set of options, about which they can choose to either take the advice of
someone else, or to gather information about the options himself or herself. Although there
are preexisting tasks that address the issue of advice giving, to the best of our knowledge,

7Harambam and Aupers [2017]
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there are not any preexisting tasks designed specifically to address this issue of relying on
one’s own judgement. We therefore designed a novel task appropriate for an asynchronous
online survey which identifies a general propensity to explore things for oneself.

The novel task we designed is based on a modified version of a two-armed bandit game.
Subjects have the choice between two income generating options, labeled “Option A” and
“Option B,” respectively. Subjects know that the possible payoffs are $0.25, $0.50, $0.75,
and $1.00, but they do not know the distribution of payoffs for each option nor the expected
payoff of each option. Option B has an expected payoff $0.25 higher than Option A. Subjects
are informed that one of the options has an expected payoff $0.25 higher than the other, but
they are not told which one. Subjects in the main sample were given two opportunities to help
them pick between the two income earning options. For the first opportunity, subjects could
conduct 10 trial rounds where they could choose either Option A or Option B and observe
the outcome of each of the draws. For the second opportunity, subjects could instead accept
the advice of a random previous participant who had already conducted 10 trial rounds in
a pilot survey. Subjects who opted to conduct the 10 trial rounds themselves had to pay a
monetary price for the opportunity, while subjects who opted to accept a previous subject’s
advice did not have to pay any monetary price. Subjects were randomly given one of three
treatments: a low cost treatment where the price to conduct 10 trial rounds was $0.01, a
medium cost treatment where the price to conduct 10 trial rounds was $0.05, and a high cost
treatment where the price to conduct 10 trial rounds was $0.10. A rational, risk-neutral,
money-maximizing agent will choose to pay the testing cost if the following inequality holds:

pi − pa > 4c

where pi is the agent’s subjective belief that she will choose the correct option (Option B),
pa is her subjective belief that the advice is correct, and c is the cost to test the options.
At the low, medium, and high cost conditions, she must believe that she is at least 4%,
20%, and 40%, respectively, more likely to choose the correct option than the average pilot
subject to decide to test the options herself. If a subject had the most pessimistic belief
about the accuracy of advice (i.e. 50% chance of correct advice), then she must believe that
she is at least 54%, 70%, and 90% likely to choose the correct option to be willing to pay the
low, medium, and high cost, respectively. There is also a time cost involved in testing the
options for oneself. Subjects can finish the survey sooner and spend their time doing other
activities if they choose to simply take the advice of someone else. Given the high belief
requirements and additional time costs, a subject would only test the options for herself if
she is both highly confident in her ability to choose the higher paying option and thinks that
going through the 10 testing rounds is worth her time.

In the pilot survey, 2
3

of subjects recommended Option B and 1
3

recommended Option A.
If a subject knew that the true probability of correct advice was 2

3
, then she could not justify

testing the options herself at the high cost, unless she placed high importance on testing
things for herself. Therefore, our design not only allows us to test whether conspiracy theory
endorsers have a higher propensity to rely on their own judgement on average, but also the
strength of their propensity if it exists.
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2.5 Creativity

To measure creativity, we want an incentivized task that can elicit responses from subjects
such that we can judge their responses based on how novel and useful they are. Fortunately,
there already exists such a measure specifically designed for this purpose, namely the Creative
Uses Task. We use the standard Creative Uses Task which dates back to Torrance [1966].
We used the instructions and procedures of Dutcher and Rodet [2018] as the template for our
design. On the first screen, we told the subjects that they would have three minutes to come
up with alternative uses of an object to be displayed on a following screen. Using a tin can as
an example, we gave the subjects potential uses that would and would not receive credit. We
also gave the subjects instructions for how they should enter their responses in Qualtrics.8

On the second screen, we explained to them how they would be paid for this task. We paid
subjects $0.15 for each valid use they provided. A valid use is any plausible use different from
the object’s primary intended use. Furthermore, we paid subjects an additional $0.15 for
each valid use that was unique among a set of 10 subjects.9 We also told subjects that their
responses would be judged by two independent judges (not the experimenters) to determine
whether they satisfy the requirements. On the task screen, subjects were told that their
object was an extension cord.10 Subjects entered their responses into a text box, and they
could either click the “next” button to continue when they were finished or be automatically
moved to the next task when the three-minute timer hit zero.

2.6 Factual Political Questions

The last part of our survey design to discuss is our set of factual political questions. These
factual political questions act both as a segue between the demographic questions and our
conspiracist ideation questions, and as an additional behavioral measure for differences be-
tween conspiracy theory endorsers and others. These four political questions ask subjects
about facts, such as how Joe Biden’s 100-day approval rating compared with the 100-day
approval ratings of George W. Bush and Donald Trump. Three of these factual politi-
cal questions were either directly borrowed from or based on questions from Robbett and
Matthews [2018]. We constructed the fourth factual political question in the survey instru-
ment ourselves. We normalize responses to these questions such that providing the most
democratic-friendly answer is scored as “0,” so a low sum across the four questions reflects a
bias towards democrats and a high sum reflects a bias towards republicans. As an example,
we asked subjects how much of the promised border wall was built during the four years of
the Trump administration. Subjects were given five options: less than 150 miles, between
150 and 300 miles, between 300 and 450 miles, between 450 and 600 miles, and more than
600 miles.11 So, scores for this question could range from “0” if a subject answered with

8We asked the subjects a comprehension question about these directions as a check to see if they were
reading carefully. We gave subjects the correct answer to the comprehension question on the following screen.

9Since there were 303 subjects, three of the groups had 11 subjects.
10Of the objects used in Dutcher and Rodet [2018], extension cord was the only one where a Google search

for creative uses did not immediately provide a list of valid uses. Note that Dutcher and Rodet [2018] was
conducted in a laboratory setting, so they did not need to worry about subjects trying to do a Google search
for creative uses.

11The correct answer was “between 450 and 600 miles.”
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“less than 150 miles,” to “5” if a subject answered with “more than 600 miles.”
As mentioned above, these four factual political questions not only act as a segue between

our demographic questions and our conspiracist ideation questions, but they also provide us
an additional, non-incentivized, test for behavioral differences between conspiracy theory
endorsers and others. The political mindset of a conspiracy theory endorser may be different
from someone who does not endorse conspiracy theories. For instance, a conspiracy theory
endorser might believe that the mainstream consensus on a relevant issue is incorrect, while
others would generally have opinions more in line with the mainstream consensus. As such,
we might expect that conspiracy theory endorses will provide answers that are more extreme
than those who generally do not endorse conspiracy theories. For our measure of this, we
take the sum of each subject’s responses to the four factual political questions. So for the
purposes of our survey instrument, our expectation is that the total answers for conspiracy
theory endorsers will be significantly higher (or lower) than the total answers for others.

2.7 Hypotheses

Before we discuss our data and results, we will now explicitly state the hypotheses our
survey instrument was designed to test. These hypotheses reflect the suggestions from the
prior literature on how conspiracy theory endorsers might behave.

Hypothesis 1. (Trust) Conspiracy theory endorsers in the position of “First Mover” will
choose “Continue” less often than others.

This hypothesis is based on the expectation that conspiracy theory endorsers are less
trusting than others. Since a first mover choosing “Continue” in our trust game indicates
trusting behavior, we therefore expect conspiracy theory endorsers to choose “Continue” less
often than others.

Hypothesis 2. (Trustworthiness) Conspiracy theory endorsers in the position of “Second
Mover” will choose “Continue” less often than others.

Hypothesis 3. (Subjective Beliefs) Conspiracy theory endorsers’ elicited beliefs about the
percentage of second movers choosing “Continue” will be lower than the elicited beliefs of
others.

These two hypotheses are based on the expectation that conspiracy theory endorsers
will engage in projection. Assuming that conspiracy theory endorsers are less trusting than
others, projection first requires that conspiracy theory endorsers are less trustworthy than
others, and second that conspiracy theory endorsers are more pessimistic about the trust-
worthiness of others than others are. Since a second mover choosing “Continue” in our
trust game indicates trustworthy behavior, we therefore expect conspiracy theory endorsers
in the position of “Second Mover” will choose “Continue” less often than others, and fur-
thermore that conspiracy theory endorsers’ elicited beliefs about the percentage of second
movers choosing “Continue” will be lower than the elicited beliefs of others.

Hypothesis 4. (Entitlement) Conspiracy theory endorsers who picked Painting 1 (i.e. a
“losing subject”) will be more likely to take the $1 prize than others.
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This hypothesis is based on the expectation that conspiracy theory endorsers are more
entitled than others. Since a losing subject choosing to always take the $1 prize in our
entitlement task indicates entitlement, we therefore expect conspiracy theory endorsers who
picked Painting 1 will choose to always take the $1 prize more often than others.

Hypothesis 5. (Dishonesty 1) Conspiracy theory endorsers will report “9” as their area
code’s middle digit more often than others.12

Hypothesis 6. (Dishonesty 2) Conspiracy theory endorsers will report a higher average
number of heads than others.

These hypotheses are based on the expectation that conspiracy theory endorsers are more
likely to engage in dishonest behavior than others. Since reporting a high number of heads
or reporting “9” as one’s area code middle digit is an indication of dishonesty, we therefore
expect conspiracy theory endorsers will report a higher average number of heads than others
and conspiracy theory endorsers will report “9” as their area code’s middle digit more often
than others.

Hypothesis 7. (Relying on Own Judgement) Conspiracy theory endorsers will choose to
test the options more often than others.

This hypothesis is based on the expectation that conspiracy theory endorsers are more
likely to rely on their own judgements than others are. Since choosing to test the options in
our modified two-armed bandit game is an indication of relying on one’s own judgement, we
therefore expect conspiracy theory endorsers will choose to test the options more often than
others.

Hypothesis 8. (Creativity) On average, conspiracy theory endorsers will provide a greater
number of valid/unique uses than others.

This hypothesis is based on the expectation that conspiracy theory endorsers are more
creative than others. Since providing a high number of valid/unique uses in the Creative
Uses Task is an indication of creativity, we therefore expect that conspiracy theory endorsers
will provide a greater number of valid/unique uses than others.

Hypothesis 9. (Political Bias) The average answer conspiracy theory endorsers give to the
factual political questions will be higher (or lower) than the average answers of others.

This hypothesis is based on the expectation that conspiracy theory endorsers will provide
more extreme answers to the factual political questions than others. Since we expect that
conspiracy theory endorsers are of a different political mindset than others, we expect to see
conspiracy theory endorsers provide answers further away from the “mainstream consensus”
(i.e. more extreme answers).

12We could also test for the average area code response. The issue with this test, however, is that conspiracy
theory endorsers could have randomly lived in locations with higher/lower area code middle digits, so the
average area code response might not be an informative measure of dishonesty.
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Low Score (0-9) Medium Score (10-17) High Score (18-32)

Democrat 68 50 45
Republican 13 16 23
Independent 22 29 37
Bachelor’s (or more) 65 48 49
Income ($100,000+) 35 22 27
Employed 62 57 66
Male 50 46 52
White 77 61 69
Urban 77 70 75
Median Age 54 41 35
N 103 95 105

Table 1: Demographic Summary Statistics by Conspiracy Score

3 Data

303 subjects participated in our online survey in September 2021. Subjects were recruited
via the online recruiting service, Prolific Academic. A breakdown of the summary statistics
for our sample can be found in Table 1. For our specification, we group subjects into one of
three categories based on their score on the conspiracy ideation questions: low score (0-9),
medium score (10-17), and high score (18-32). The score cutoffs were selected so that each
category had as close to one-third of the subject sample as possible, without having any
overlap in scores. Looking at Table 1, we see that the main demographics that vary some
across categories are political affiliation, education, and age. Such variation is in line with
prior literature on the demographics of conspiracy theory endorsers. Regarding political
affiliation, the existing literature (e.g. Douglas et al. [2019], Smallpage et al. [2020]) suggests
that identifying as an independent tends to be positively correlated with being a conspiracy
theory endorser. Furthermore, this literature suggests that those on the losing end of the
political process (e.g. in elections) tend to be more likely to endorse conspiracy theories.
As such, we are not surprised by the negative correlation between the conspiracy ideation
score and identifying as a democrat, nor with the positive correlation between the conspiracy
ideation score and identifying as a republican or independent. The aforementioned literature
also suggests that there is a negative correlation between conspiracy ideation scores and
education, which we see in our data. Finally, Galliford and Furnham [2017] suggests that
conspiracy theory endorsers tend to be younger, which is reflected in the median age of those
in each of our categories.

4 Results

Recall that our fundamental question is whether there are general behavioral differences
between conspiracy theory endorsers and others. To address this question, we want to first
summarize the outcomes of our behavioral measures across conspiracist ideation scores. This
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Conspiracist Ideation Score Low (0-9) Medium (10-17) High (18-32)

Mean Total Political Question Response 5.57 7.00 8.01
% FM Choosing Continue (Trust) 56.60% 73.47% 65.38%
% SM Choosing Continue (Trust) 72.00% 54.35% 75.47%
FM Median Belief about SM (Trust) 50-60% 60-70% 50-60%
SM Median Belief about FM (Trust) 50-60% 50-60% 50-60%
% Always Take (Entitlement) 16.36% 15.22% 23.40%
% Reporting “9” (Dishonesty) 4.85% 6.32% 10.48%
Mean Reported # of Heads (Dishonesty) 2.80 2.81 2.70
% Choosing to Test (Own Judgement) 23.30% 24.21% 28.57%
% Tester Chose Correct (Own Judgement) 60.87% 70.83% 63.33%
Average # of Valid Uses (Creativity) 6.02 4.34 4.31
Average # of Unique Uses (Creativity) 2.98 1.86 1.92
Average Earnings $4.71 $4.42 $4.49

Table 2: Behavioral Measures Summary

will give us the broad picture of how conspiracy theory endorsers behave compared to others.
In Table 2, we summarize the outcomes of the factual political questions and the incentivized
tasks. Given demographic differences by conspiracist ideation score, we will ultimately need
to conduct regression analysis to test for differences, controlling for demographic variables.
That said, the information in Table 2 gives us an indication about the structure of our data.
In the first row, we report the average total response in the factual political questions for
the three conspiracy score categories. As we can see, those with low scores on the conspiracy
ideation questions tended to give answers that were more congenial towards democrats, while
those with high scores tended to give answers that were more congenial towards republicans.
On average, those with medium scores did not tend to give answers that favored either
democrats or republicans. Looking at the outcomes for the incentivized tasks, we notice
that for the most part, there is not much of a difference between the average outcomes of
those with low scores and those with high scores. There are a couple of cases, specifically
the outcomes for the Creative Uses Task and the responses to the area code question, where
there could possibly be a significant difference, but overall the outcomes look similar. So,
the summary of our measures suggests that if there are any general behavioral differences
between conspiracy theory endorsers and others, these differences are small and seemingly
not economically significant, contrary to the majority of our hypotheses. Now that we have
the broad picture that conspiracy theory endorsers do not seem to have significant behav-
ioral differences from others, we will run regressions with control variables to make sure this
suggestion from our summary holds up to more careful analysis.

In our regression analysis, we want to run regressions for each of our stated hypothe-
ses. The structure for each of our regressions is the same, the only thing changing across
regressions is the dependent variable (and as a consequence, whether we utilize an OLS re-
gression or a logit/probit regression). For these regressions, we utilize the following set of
explanatory variables. Our main variables of interest are indicator variables for having a
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medium conspiracy score and having a high conspiracy score. We therefore use those with
a low conspiracy score as the reference group. The control variables we include are indica-
tor variables for identifying as a republican and identifying as an independent, an indicator
variable for having at least a Bachelor’s degree, the subject’s self-reported risk preferences,
and the subject’s age. We chose these as our set of control variables because these were
the demographics that differed most across conspiracist ideation scores. Therefore, if the
coefficients on the conspiracist ideation score indicator variables are significantly different
from zero, we would have indication of a pure effect of being a conspiracy theory endorser
rather than the effect of a (negatively) correlated demographic like education or age. We
will now go through the result statements for each of our hypotheses.

Result 1. (Trust) Conspiracy theory endorsers in the position of “First Mover” do not
choose “Continue” less often than others.

In column (2) of Table 3, we have the results of the probit regression for the behavior of
first movers in our trust game. As we can see, the coefficients on our conspiracy variables are
not statistically significant, suggesting that conspiracy theory endorsers were not significantly
less trusting than others, which is contrary to our hypothesis.

Result 2. (Trustworthiness) Conspiracy theory endorsers in the position of “Second Mover”
do not choose “Continue” less often than others.

In column (3) of Table 3, we have the results of the probit regression for the behavior
of second movers in our trust game. As we can see, the coefficients on our conspiracy
variables are not statistically significant, suggesting that conspiracy theory endorsers were
not significantly less trustworthy than others, which is contrary to our hypothesis.

Result 3. (Subjective Beliefs) Conspiracy theory endorsers’ elicited beliefs about the per-
centage of second movers choosing “Continue” is not lower than the elicited beliefs of others.

In columns (4) and (5) of Table 3, we have the results of the OLS regressions for the
belief elicitation task for our trust game. As we can see, the coefficients on our conspiracy
variables are not statistically significant, which suggests that conspiracy theory endorsers
did not have significantly more pessimistic beliefs than others, contrary to our hypothesis.

Result 4. (Entitlement) Conspiracy theory endorsers who picked Painting 1 (i.e. “losing
subjects”) are not more likely take the $1 prize than others.

In column (6) of Table 3, we have the results of the probit regression for the behavior of
losing subjects in our entitlement game. As we can see, the coefficients on our conspiracy
variables are not statistically significant, suggesting that conspiracy theory endorsers were
not significantly more entitled than others, which is contrary to our hypothesis.

Result 5. (Dishonesty 1) Conspiracy theory endorsers do not report “9” as their area code’s
middle digit more often than others.

Result 6. (Dishonesty 2) Conspiracy theory endorsers do not report a higher average number
of heads than others.
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In column (1) of Table 4, we have the results of the probit regression for the behavior
of subjects in our area code task. In column (2) of Table 4, we have the results of the
OLS regression for the behavior of subjects in our coin flip task. As we can see for both
tasks, the coefficients on our conspiracy variables are not statistically significant, suggesting
that conspiracy theory endorsers were not significantly more dishonest than others, which is
contrary to our hypothesis.

Result 7. (Relying on Own Judgement) Conspiracy theory endorsers do not choose to test
the options more often than others.

In column (3) of Table 4, we have the results of the probit regression for the behavior
of subjects in our modified two-armed bandit game. As we can see, the coefficients on
our conspiracy variables are not statistically significant, suggesting that conspiracy theory
endorsers were not significantly more likely to rely on their own judgements compared to
others, which is contrary to our hypothesis. In light of this null result, we further test
whether, for those who did test the options for themselves, conspiracy theory endorsers were
more likely to choose the correct option (Option B). The results of this probit regression are
in column (4) of Table 4. As we can see, conspiracy theory endorsers who tested the options
for themselves were not more likely to choose the correct option.

Result 8. (Creativity) Conspiracy theory endorsers provide fewer valid/unique uses than
others.

In columns (5) and (6) of Table 4, we have the results of the OLS regressions for the
behavior of subjects in the Creative Uses Task. As we can see, the coefficients on our
conspiracy variables are in fact statistically significant, but they are negative, suggesting
that conspiracy theory endorsers were less creative than others, which is contrary to our
hypothesis that conspiracy theory endorsers would be more creative than others.

Result 9. (Political Bias) The average answer conspiracy theory endorsers give to the factual
political questions is higher than the average answers of others.

In column (1) of Table 3, we have the results of the OLS regression for our factual
political questions. As we can see, even when controlling for political affiliation, conspiracy
theory endorsers provide answers to the factual political that are a higher than others, which
matches with our hypothesis.

5 Conclusion

Given the concern present in media pieces about conspiracy theory belief in the United States,
we need to better understand whether conspiracy theory endorsers are behaviorally different
from others as prior authors have claimed, as such behavioral differences could have real
consequences such as in the workplace. In this study, we implemented an incentivized online
survey designed to test for behavioral differences between conspiracy theory endorsers and
others in the areas of interpersonal trust, (psychological) entitlement, dishonesty, propensity
to rely on one’s own judgement, and creativity. To be able to test for behavioral differences
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Measure Hypothesis Result

Political Bias + +
Trust - 0
Trustworthiness - 0
Trust Game Belief - 0
Entitlement + 0
Dishonesty + 0
Relying on Own Judgement + 0
Creativity + -

Table 5: Hypothesized Sign Versus Result for Each Measure

in some of these areas, namely the areas of entitlement, dishonesty, and the propensity to
rely on one’s own judgement, we needed to construct novel measures of our own design. To
measure for entitlement, we constructed a dynamic game where a “losing” subject could
choose to take a prize that subjects were told was intended for a “winning” subject. A
crucial feature of this game is that it can distinguish between standard selfish preferences
and entitlement. To measure for dishonest behavior, on top of a standard coin-flip task, we
constructed a second task based on a little known feature of U.S. area codes, namely that
no U.S. area codes have “9” as the middle digit. Since subjects were likely lying on the
coin-flip task by default, having this second task allowed subjects to be completely honest if
they desired. To measure for a propensity to rely on one’s own judgement, we constructed a
modified version of the two-armed bandit game where subjects could either accept the advice
of someone else, or pay a small fee to test the options for themselves. As a way to test for
the strength of a propensity to rely on one’s own judgement, if one exists, we randomized
the size of the fee subjects had to pay.

From our data, we found that while conspiracy theory endorsers tended to give more
extreme answers to the factual political questions, as we hypothesized, they did not gener-
ally behave differently from others in our incentivized tasks. Table 5 provides a summary
of how our hypotheses compared to our results. For each of our behavioral measures, we
hypothesized that conspiracy theory endorsers would be significantly different from others.
For instance, we hypothesized that conspiracy theory endorsers would be less (-) trusting
than others, and that conspiracy theory endorsers would be more (+) dishonest than others.
As we can see from Table 5, for the majority of our behavioral measures, we instead found
a null result (0). These results are striking considering that our expectations, which were
backed by the existing literature regarding the behavior of conspiracy theory endorsers, were
that conspiracy theory endorsers would significantly differ in each of our behavioral mea-
sures. The primary implication of our findings is that, when it comes to behaviors relevant to
the workplace and broader economic growth, if there are any general behavioral differences
between conspiracy theory endorsers and others, these differences are small and seemingly
not economically significant. As such, conspiracy theory belief might not have much direct
impact on outcomes in the workplace or broader economic growth. To be clear, we are not
claiming that a growth in conspiracy theory belief would be inconsequential to American so-
ciety, only that conspiracy theory endorsers do not seem to have large behavioral difference
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from others that would be directly pertinent to the workplace or broader economic growth.
With this implication in mind, our results point us towards a couple of avenues for further
research into the behavior of conspiracy theory endorsers.

One possible avenue for further investigation relates to the creativity of conspiracy theory
endorsers. Although we found a null result for the majority of our incentivized behavioral
measures, one case where the coefficients were statistically significant was the Creative Uses
Task. The first thing to point out here, as we can see in Table 5, is that our hypothesis
was that conspiracy theory endorsers would be more (+) creative than others. However,
the coefficients on the conspiracy variables for this task were negative. So, relative to our
expectation, we fail to reject the null hypothesis that conspiracy theory endorsers are not
more creative than others. This is similar to the conclusions we make from the results for
the other incentivized behavioral measures. However, since the coefficients are statistically
significant, there is potentially a stronger interpretation that conspiracy theory endorsers are
less creative than others. Under the assumption that this stronger interpretation is correct,
we can first point out how the creative uses task is slightly different from the other incen-
tivized behavioral measures. While for the other incentivized behavioral measures we are
measuring whether a subject takes a particular action (e.g. whether a subject chooses “End”
or “Continue” in the trust game), for the Creative Uses Task, we are measuring a subject’s
ability. Related to the ability of conspiracy theory endorsers, Brotherton and French [2014]
suggests that conspiracy theory endorsers are more likely to commit the conjunction fallacy
than others. So, there is an existing literature suggesting that the ability of conspiracy the-
ory endorsers might be different from others. Having said that, we should not overemphasize
this single set of significant coefficients. Perhaps these significant coefficients are meaningful,
but the appropriate conclusion from our results is that the general behavior of conspiracy
theory endorsers does not tend to widely differ from the general behavior of others in these
behavioral areas relevant to the workplace and broader economic growth. To be able to
say more about the creativity of conspiracy theory endorsers, we need to conduct further
research directly focused on testing for the creativity of individuals.

Another potential avenue for future research is to investigate whether conspiracy theory
endorsers might be different from others in the behavioral areas we studied, focusing on
specific contexts rather than general behavior. For instance, our study does not find any
large differences in general trust between conspiracy theory endorsers and others, but the
notion of a difference is still intuitively appealing. One possibility is that while conspiracy
theory endorsers might not be less trusting in general, they might be less trusting of specific
types of people. One could conduct a separate study focused on testing for differences in
trust between conspiracy theory endorsers and others in specific contexts. We also do not
find that conspiracy theory endorsers have a higher general propensity to rely on their own
judgement, but perhaps conspiracy theory endorsers are more likely to rely on their own
judgement in specific contexts (e.g. politically charged contexts like climate change). One
could also conduct a separate study where we place subjects into stylized contexts to test
whether conspiracy theory endorsers might have a higher propensity to rely on their own
judgements in specific contexts. What our study contributes to this literature on the be-
havior of conspiracy theory endorsers is to narrow the possibility of economically significant
behavioral differences into smaller categories. Our study suggests that if there are any gen-
eral differences between conspiracy theory endorsers and others in these behavioral areas,
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they are small and not economically significant, so we can approach the next step of testing
for behavioral differences in specific cases if we have good reason to think conspiracy theory
endorsers will differ from others in those specific contexts.
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